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Abstract
The present paper is a follow-on of the work presented in Manzanas et al. (Clim Dyn 53(3–4):1287–1305, 2019) which 
provides a comprehensive intercomparison of alternatives for the post-processing (statistical adjustment, calibration and 
downscaling) of seasonal forecasts for a particularly interesting region, Southeast Asia. To answer the questions that were 
raised in the preceding work, apart from Bias Adjustment (BA) and ensemble Re-Calibration (RC) methods—which trans-
form directly the variable of interest,—we include here more complex Perfect Prognosis (PP) and Model Outputs Statistics 
(MOS) downscaling techniques—which operate on a selection of large-scale model circulation variables linked to the local 
observed variable of interest. Moreover, we test the suitability of BA and PP methods for the post-processing of daily—not 
only seasonal—time-series, which are often needed in a variety of sectoral applications (crop, hydrology, etc.) or to compute 
specific climate indices (heat waves, fire weather index, etc.). In addition, we also undertake an assessment of the effect 
that observational uncertainty may have for statistical post-processing. Our results indicate that PP methods (and to a lesser 
extent MOS) are highly case-dependent and their application must be carefully analyzed for the region/season/application 
of interest, since they can either improve or degrade the raw model outputs. Therefore, for those cases for which the use of 
these methods cannot be carefully tested by experts, our overall recommendation would be the use of BA methods, which 
seem to be a safe, easy to implement alternative that provide competitive results in most situations. Nevertheless, all methods 
(including BA ones) seem to be sensitive to observational uncertainty, especially regarding the reproduction of extremes and 
spells. For MOS and PP methods, this issue can even lead to important regional differences in interannual skill. The lessons 
learnt from this work can substantially benefit a wide range of end-users in different socio-economic sectors, and can also 
have important implications for the development of high-quality climate services.

1 Introduction

The state-of-the-art general circulation models (GCMs) 
used for seasonal forecasting suffer from important system-
atic biases (mean errors) and drifts (leadtime-dependent 
biases) and have horizontal resolutions which are typi-
cally coarser than those needed for practical applications 
(see, e.g., Doblas-Reyes et al. 2013; Manzanas et al. 2014a). 
Therefore, some form of post-processing (i.e. adjustment, 
calibration and/or downscaling) is needed in order to make 
their raw outputs usable. In a recent study, Manzanas et al. 
(2019) intercompared the performance of Bias Adjustment 
(BA)—e.g. quantile mapping—and ensemble Re-Calibration 
(RC)—e.g. non-homogeneous Gaussian regression—meth-
ods for the adjustment/calibration of seasonal aggregated 
forecasts. At this particular time-scale, they found that the 
RC methods can result in modest improvement of some 
quality aspects (in particular reliability), although other 
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aspects can be degraded. Nevertheless, these improvements 
are restricted to regions/seasons with high model skill. In 
addition, these methods can be negatively affected by the 
limited length of state-of-the-art seasonal hindcasts (which 
typically have less than 30 years). They also found that, 
beyond removing their systematic biases, BA methods can 
not improve the skill of the raw model forecasts (even more, 
some quality aspects can be degraded), since they do not 
modify their temporal structure. However, the application 
of these methods is straightforward and may constitute a 
pragmatic and simple alternative when the resolution of the 
model is similar to that of the observational reference (BA 
methods are not suitable for downscaling), or for regions 
with no expected potential for downscaling (e.g. flat inland 
regions). Moreover, beyond the adjustment of monthly/sea-
sonal values,  Manzanas et al. (2019) pointed out the fact 
that BA techniques can be also applied to adjust daily data, 
which are often demanded in a variety of sectoral applica-
tions in order to run impact models (crop, hydrology, etc.) 
or to compute specific climate indices (heat waves, length of 
growing index, thermal comfort index, fire weather index, 
etc.).

Therefore, we put a special focus in this work on the 
post-processing of daily (rather than monthly/seasonal) val-
ues. For this aim, we consider not only BA methods acting 
directly on the variable of interest, but also more complex 
perfect prognosis (PP) downscaling techniques (see, e.g., 
Gutiérrez et al. 2013) which operate on a selection of large-
scale model circulation variables (predictors) linked to the 
local observed variable of interest (predictand). Although 
there has been some indication that PP methods may add 
some value in terms of skill (e.g. interannual correlation) 
for cases where the dynamical model is better at reproduc-
ing the relevant large-scale features than the target variable 
being predicted (Manzanas et al. 2018), they have the extra 
complexity of building the predictor-predictand relationship 
at a daily basis using reanalysis data (which provide day-
to-day correspondence with observations). Typically, this 
requires a highly time-consuming screening process to detect 
robust predictors which are similarly represented in both 
the reanalysis and hindcast datasets. Moreover, PP methods 
may suffer from reanalysis uncertainty, which is particularly 
relevant in tropical regions (Brands et al. 2012; Manzanas 
et al. 2015). Therefore, in this type of methods, the existing 
windows of opportunity for improvement can be so narrow 
that the effort may be disproportionate to the benefit.

Moreover, we also include in this study model output sta-
tistics (MOS) downscaling methods (see, e.g., Vannitsem 
and Nicolis 2008), which are trained with predictors taken 
from the same GCM that is being postprocessed. A sim-
ple implementation of these methods considers as the only 
predictor variable the target predictand, e.g., coarse GCM 
precipitation for local precipitation. Following Manzanas 

et al. (2019), these methods are included as part of the RC 
approach in this work. Standard downscaling MOS imple-
mentations consider large-scale variables from the GCM 
as predictors (see, e.g., Manzanas et al. 2017). These are 
referred to as MOS hereafter. Note that, as the relationship 
between the large-scale seasonal forecasts and observational 
reference records is established using directly the hindcast 
(without passing through reanalysis), the complexity and 
requirements for MOS methods are much lower than for PP 
ones. However, as for the case of RC methods, the main 
shortcoming of these techniques is that they can only be 
applied on monthly/seasonal data, since GCM predictors do 
not keep temporal correspondence with the local observa-
tions at the daily scale.

Given the complexity of this panorama, the relative mer-
its and limitations of the approaches and techniques avail-
able for post-processing of seasonal forecasts need to be 
properly assessed. This is done here by intercomparing the 
performance of the alternatives described above based on 
different aspects of forecast quality: association, accuracy 
and discrimination for seasonally aggregated times-series 
and reproduction of extremes and spells for daily time-
series. Besides, following from the fact that all the adjust-
ment/calibration/downscaling methods rely on observations 
for the training process, observational uncertainty (see, e.g. 
Kotlarski et al. 2017; Herrera et al. 2018) may play a role in 
the statistical post-processing of model forecasts. To shed 
some light on this potential issue, we also undertake here 
a comprehensive assessment of the effect of this kind of 
uncertainty in the context of seasonal forecasting.

Jointly with the work done in Manzanas et al. (2019), this 
study provides practical recommendations for the suitable 
post-processing of seasonal forecasts, which can substan-
tially benefit a wide range of end-users in different socio-
economic sectors, and can also have important implications 
for the development of high-quality climate services (see, 
e.g., Torralba et al. 2017).

The paper is organized as follows. In Sect. 2 we describe 
the data used and introduce the different methods applied 
and the verification metrics considered. The results obtained 
are presented through Sect.  3. The main conclusions 
obtained and a set of practical user recommendations are 
outlined in Sect. 4.

2  Data and methods

2.1  Data used

We focus in this work on one illustrative region (Southeast 
Asia: 95–140◦ E, 10◦ S–20◦ N) and season (boreal winter: 
DJF), for which overall good skill has been documented (see, 
e.g., Manzanas et al. 2014b). As explained later, the choice 
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of this region is also supported by the fact that a high-quality 
observational grid is available—SA-OBS (van den Besse-
laar et al. 2017),—which allows for an interesting analy-
sis of the effect of observational uncertainty on the results 
obtained from the different post-processing techniques (see 
Section 3.2).

We consider 1-month lead seasonal forecasts (i.e. predic-
tions initialized in November) of both temperature and pre-
cipitation from the ECMWF-System4 (Molteni et al. 2011), 
which provides the longest seasonal hindcast to-date—note 
that one of the main conclusions of Manzanas et al. (2019) 
is that as long as possible hindcasts are needed for robust 
adjustment/calibration. In particular, we use here all the 51 
members that are available for the November initialization 
(only 15 members are available for other initializations) 
along the period 1982–2014.

Besides the target variables of interest (temperature and 
precipitation) used for BA and RC methods, the large-scale 
variables listed in Table 1 were considered as potential pre-
dictors for MOS and PP methods in this work. For the train-
ing phase of the PP methods, these predictor variables are 
taken from ERA-interim reanalysis (Dee et al. 2011). In this 
case, ERA-Interim and ECMWF-System4 data are harmo-
nized by performing a simple local scaling to the latter. In 
particular, for every large-scale model predictor, monthly 
mean values were adjusted towards the corresponding rea-
nalysis values, gridbox by gridbox, avoiding thus problems 
that may arise due to the model mean biases.

We consider ERA-Interim as the common observational 
reference along the study. Howewer, for the assessment 
of the effect of observational uncertainty undertaken in 
Sect. 3.2, we also consider two other datasets for precipita-
tion: SA-OBS and MSWEP. SA-OBS a high-quality obser-
vational dataset which provides daily gridded (0.25◦ spa-
tial resolution) temperature and precipitation over land for 
Southeast Asia. It has been built based on more than 8000 
meteorological stations and can be freely downloaded from 
http://sacad .datab ase.bmkg.go.id. MSWEP (version 1) (Beck 
et al. 2017) is a global terrestrial precipitation dataset with 
a high 3-hourly temporal and 0.25◦ spatial resolution which 
combines gauge, satellite and reanalysis information. For the 

sake of comparability with the results shown in Manzanas 
et al. (2019), all the different datasets used here (ECMWF-
System4, ERA-Interim, SA-OBS and MSWEP) have been 
bi-linearly interpolated from their native horizontal resolu-
tions to the common 1 ◦ regular grid in which the C3S mod-
els are provided through the Climate Data Store (see http://
clima te.coper nicus .eu/seaso nal-forec asts). Moreover, daily 
data have been used in all cases.

2.2  Validation metrics

We have used for this study the Continuous Ranked Prob-
ability Score (CRPS), the Ranked Probability Score (RPS), 
the ROC Skill Area (ROCA) and the Pearson correlation to 
validate the interannual series (the daily results from BA and 
PP are seasonally aggregated in this case). RPS and ROCA 
are used for tercile-based probabilistic predictions, being 
the terciles independently computed for the observations 
and the predictions. Therefore, whereas CRPS is sensitive 
to changes in the mean and variance (and hence to the effect 
of bias adjustment), the rest of measures are not so they 
allow to explore the added value of the post-processing tech-
niques beyond the model bias removal. The reader is referred 
to Manzanas et al. (2019) for further details about the met-
rics considered. Moreover, for those methods providing daily 
outputs, we also focus on further aspects of the forecasts 
such as extremes and spells, which are of special interest 
for many practical applications. In particular, we have con-
sidered the 2nd and 98th percentiles for daily temperature 
and the 98th percentile for daily precipitation (for the latter, 
only wet days are considered). Additionally, for the case of 
precipitation, the frequency of rainy days is also validated. 
Besides, the 90th percentile of the length of spells is also 
analyzed. As in Maraun et al. (2018), a cold/warm (dry/wet) 
spell is defined as an episode of two or more consecutive 
days with values below/above the 10/90th percentile (1 mm). 
These indicators are computed separately for each ensemble 
member and the results are validated in a deterministic way 
based on the ensemble mean. All the validation metrics con-
sidered in this work are shown in Table 2.

2.3  Methods

Among BA methods, we have considered two different 
implementations of quantile mapping; one parametric and 
one empirical. The latter corresponds to the EQM method 
presented in  Manzanas et al. (2019), which is applied here 
on daily (instead of seasonal) data. The former (referred to 
as PQM henceforth) is based on the assumption that both 
observations and raw GCM outputs are well approximated 
by a given distribution (Gaussian for temperature and 
Gamma for precipitation), so only the parameters of the 
theoretical distributions are mapped (see, e.g., Themeßl et al. 

Table 1  Potential predictor variables considered for the MOS and PP 
methods

Code Variable Levels

SLP Mean sea level pressure Surface
Z Geopotential height 850, 500, 300 (mb)
T Temperature 850, 500, 300 (mb)
Q Specific humidity 850, 500, 300 (mb)
U Zonal component of wind 850, 500, 300 (mb)
V Meridional component of wind 850, 500, 300 (mb)

http://sacad.database.bmkg.go.id
http://climate.copernicus.eu/seasonal-forecasts
http://climate.copernicus.eu/seasonal-forecasts


www.manaraa.com

2872 R. Manzanas et al.

1 3

2012). For the case of precipitation, the EQM method used 
here incorporates a frequency adaptation which is thought to 
alleviate the problem that arises when the frequency of dry 
days is larger in the model than in the observations (Themeßl 
et al. 2012). Note that quantile mapping is able to correct 
automatically the excess of light precipitation frequency or 
“drizzle effect”.

As representative of the RC family, we have considered 
the LR method introduced in Manzanas et al. (2019), which 
performs a linear regression between the ensemble mean 
and the corresponding observations. To correct the forecast 
variance, the standardized anomalies are rescaled by the 
standard deviation of the predictive distribution from the 
linear fit. LR was shown in Manzanas et al. (2019) to provide 
in general good results with a relatively low computational 
cost. Recall that this method calibrates directly the model 
temperature (precipitation), based on observed temperature 
(precipitation). Besides, we have also considered a MOS 
downscaling configuration in which this same LR method is 
applied considering T850 (Q300)—see Table 1—as unique 
predictor to forecast temperature (precipitation). As a com-
promise between capturing some skill in the model predic-
tors (e.g. correlation with reanalysis data) and retaining a 
sufficiently large sample size for calibration, the LR method 
is applied in this work on the monthly means in both cases 
(referred hereafter to as LR and MOS-LR, respectively).

Among the wide range of alternatives proposed in the 
literature for PP downscaling, we have selected three of 
the most representative ones: Multiple Linear Regression 
(MLR), Generalized Linear Models (GLMs) and the analog 
technique. MLR (GLMs) are used in this work to down-
scale temperature (precipitation). The analog technique is 
common to both predictand variables. MLR is an exten-
sion of simple linear regression which attempts to model 
the relationship between two or more explanatory pre-
dictors and the predictand by fitting a linear equation by 
minimizing the sum of the residuals between the regression 
line and the observed data. A detailed description on the 

theory of this technique is provided by Helsel and Hirsch 
(2002). Regression-based methods have also been used in 
previous works to downscale seasonal forecasts of tempera-
ture (see, e.g., Pavan et al. 2005). GLMs were formulated 
by Nelder and Wedderburn (1972) in the 1970’s and are 
an extension of the classical linear regression which allows 
to model the expected value for non-normally distributed 
variables. GLMs have been already applied to downscale 
seasonal forecasts (Manzanas et al. 2018). We follow here 
the two-stage implementation used in the latter reference, 
in which a GLM with Bernoulli error distribution and logit 
canonical link-function (also known as logistic regression) is 
applied to downscale daily precipitation occurrence (as char-
acterized by a threshold of 1 mm) and a GLM with gamma 
error distribution and log canonical link-function is used to 
downscale daily precipitation amount. In order to increase 
the predicted variance, which is usually underestimated in 
deterministic configurations (Enke 1997), we introduce here 
a stochastic component in both GLMs (see Manzanas 2016, 
for details). For this method, we considered as predictors the 
standardized anomalies of the predictors considered at the 
nearest model gridbox (for each predictand location). The 
popular analog technique (Lorenz 1969) estimates the local 
downscaled values corresponding to a particular atmos-
pheric configuration (as represented by a number of model 
predictors defined over a certain geographical domain) from 
the local observations corresponding to a set of similar (or 
analog) atmospheric configurations within a historical cata-
log formed by a reanalysis. Here, only the closest analog is 
considered (Zorita et al. 1995; Cubasch et al. 1996). Analogs 
are defined based on the standardized anomalies of the pre-
dictors considered at the 16 nearest model gridboxes (i.e., 
over a 4 × 4 square centered around each predictand location 
which allows to encompass the main synoptic phenomena 
influencing the local climate) and the Euclidean norm is con-
sidered. Analog-based methods have been applied in several 
previous studies to downscale precipitation in the context of 
seasonal forecasting (see, e.g., Frías et al. 2010; Wu et al. 

Table 2  Validation metrics 
considered in this work

Code Description Variable

Cor. Correlation Temp., precip.
CRPS Continuous Ranked Probability Score Temp., precip.
RPS Ranked Probability Score Temp., precip.
ROCA ROC Skill Area Temp., precip.
P2, P98 Percentile 2, percentile 98 Temp.
P98-wet Percentile 98 of wet (precip. >= 1 mm) days Precip.
R01 Frequency (in % ) of wet days Precip.
ColdSpellP90 Percentile 90 of the length of cold spells Temp.
WarmSpellP90 Percentile 90 of the length of warm spells Temp.
WetSpellP90t Percentile 90 of the length of wet spells Precip.
DrySpellP90t Percentile 90 of the length of dry spells Precip.
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2012; Shao and Li 2013; Manzanas et al. 2018). In spite of 
its simplicity, the analog technique performs as well as other 
more sophisticated ones (Zorita and von Storch 1999) and it 
is one of the most widely used.

To avoid the artificial performance that may derive from 
model overfitting, all the methods considered in this work 
are applied under a Leave-1 year-Out (LOO) cross-valida-
tion (Lachenbruch and Mickey 1968) scheme, in which each 
year was separately considered for test, whilst the remain-
ing ones were kept for training. Note that this is the most 
adequate framework to test the potential usefulness of any 
method for operational seasonal forecasting.

2.4  Selection of predictors for MOS and PP methods

To cope with the issue of predictor selection in PP methods 
(see, e.g., Gutiérrez et al. 2013; San-Martín et al. 2016), 
Fig. 1 shows the existing correlation between each of the 
large-scale variables listed in Table 1 and local tempera-
ture (left) and precipitation (right), computed on the daily 

time-series. The idea behind this analysis is that the higher 
the correlation (either positive or negative), the stronger the 
physical link between predictor and predictand is, which 
allows to make an initial selection of explicative predic-
tors for PP downscaling. However, Manzanas et al. (2018) 
have shown that the results coming out from PP methods 
in the context of seasonal forecasting also depend on the 
skill of the model predictors considered. Therefore, both 
the strength of the predictor–predictand relationship and 
the skill of the model in reproducing the large-scale should 
be taken into account when making the final selection of 
predictors for PP methods.

Figure  2 shows the interannual correlation between 
ERA-Interim and ECMWF-System4 for each of the vari-
ables listed in Table 1. Whereas high skill (understood as the 
agreement between model and reanalysis) is found for SLP, 
geopotential height and temperatures, significant discrepan-
cies appear for some humidity fields (in particular Q850) and 
winds (both U and V). For this reason, we have excluded 
Q850 and winds from the set of potential predictor variables, 

SLP

Z850 Z500 Z300

T850 T500 T300

Q850 Q500 Q300

U850 U500 U300

V850 V500 V300

−1.0
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T850 T500 T300

Q850 Q500 Q300

U850 U500 U300
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Temperature Precipitation

Fig. 1  Correlation between each of the large-scale predictors listed in Table 1 and local temperature (left) and precipitation (right), computed on 
the daily time-series
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since they might negatively affect the results obtained from 
PP (and MOS) methods. With this limitation in mind, and 
with the idea of keeping the predictor sets as simple as pos-
sible, the final combination considered for temperature (pre-
cipitation) was SLP+T850 (SLP+Q300). Note that, for the 
particular case of precipitation, although Q850 may be more 
explicative than Q300 (Fig. 1), the former variable was dis-
carded in favor of the latter since it is not well reproduced 
by the ECMWF-System4 (Fig. 2).

For consistency with the LR method, T850 (Q300) is con-
sidered as unique predictor in the MOS configuration used 
here to predict temperature (precipitation).

3  Results

3.1  Intercomparison of approaches and methods

The top/bottom panel in Fig. 3 shows the validation results 
obtained for the raw and post-processed interannual pre-
dictions of temperature/precipitation, in terms of different 

metrics (in rows). In all cases, column 1 refers to the raw 
model outputs. The rest of columns correspond to the dif-
ferent methods considered from the different approaches 
(BC: columns 2–3, RC: column 4, MOS: column 5 and PP: 
columns 6–7). For all of them, results are expressed with 
respect to those shown in column 1, either as skill scores 
(CRPSS, RPSS and ROCSS) or as direct differences (for cor-
relation). Thus, values above (below) 0, shown in blue (red), 
indicate that the particular method improves (degrades) the 
raw model prediction. Note that the RPSS and the ROCSS 
are computed for probabilistic forecasts of tercile categories, 
which are separately computed for the observations and the 
predictions (this entails an implicit bias adjustment in the 
forecasts).

This figure indicates that all the methods tested here pro-
vide a clear benefit in the CRPSS, which is a consequence 
of effectively removing the important model biases present 
over the region (see Fig. 1 in Manzanas et al. (2019)). Note 
that this result —which was already found for BA and RC 
methods in Manzanas et al. (2019)—is key, since unbiased 
predictions are needed by many different communities to 
run their seasonal impact models. However, beyond this 
improvement in the CRPSS, neither BA nor RC techniques 
(the latter represented by the LR method) are able to outper-
form the raw forecasts for any of the remaining metrics, lead-
ing in general to slightly worse results over the entire domain 
for all of them. This deterioration is even more evident for 
the LR method, and especially for correlation—note that 
RC methods can lead to artificial anti-skill (i.e. anti-corre-
lations) in regions of small (or negative) raw model correla-
tions (Eade et al. 2014). It is worth to mention that the EQM 
tested here (and also the PQM) lead only to slightly better 
results than those shown for the same method in Manzanas 
et al. (2019), where it was applied on the seasonal (instead 
of daily) time-series. Moreover, to assess the dependency of 
the results provided by BA methods on the temporal resolu-
tion considered, both EQM and PQM were also applied on 
the monthly time-series, finding only slightly worse (better) 
results than in the daily (seasonal) case. Therefore, we do 
not recommend the application of BA methods on daily data 
in case only monthly/seasonal data is needed (note that the 
slight improvement found for higher temporal resolutions 
does not compensate the increasing computational costs).

Differently from BA and RC, MOS and PP methods pro-
vide much more local results, being possible to find areas 
where the downscaled predictions either outperform or 
degrade (notably in some cases) the raw model forecasts. 
These results are in agreement with those found in Manzanas 
et al. (2018), who suggested that the suitable application of 
PP methods was subjected to particular (and limited) win-
dows of opportunity for which (1) there exists a strong link 
between the large- and the local-scale and (2) the model 
is better at reproducing the relevant large-scale predictors 

TEMP PRECIP
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Fig. 2  Interannual correlation between ECMWF-System4 and 
ERA-Interim for each of the variables (potential predictors) listed in 
Table 1. For completeness, results are also shown for temperature and 
precipitation (marked with a black border)
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considered for downscaling than the local predictand of 
interest (this can typically happen for variables needing 
some kind of parametrization, such as precipitation). Again, 
the results from this work warn on the unexpert use of MOS 
and PP methods, as they must be carefully analyzed for the 
particular case-study of interest.

Figure 4 shows the results obtained for the extreme 
and spell indicators. Whereas column 1 corresponds to 
the observations, column 2 corresponds to the raw model 
outputs and columns 3–7 to the different the methods 

considered. In columns 2–7, the results are expressed as 
differences (e.g. bias) with respect to the observed values 
of column 1. Note that neither the RC nor the MOS version 
of the LR method are considered for this analysis since it 
cannot be applied at a daily scale. For temperature, the 
cold bias exhibited by the model in the analyzed percen-
tiles is corrected by all methods except the MLR, which 
exhibits a warm (cold) bias for the 2nd (98th) percentile. 
This is due to an underestimation of the predicted variance 
which is typical of these methods, and could be alleviated 
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Fig. 3  Validation results obtained for the interannual series of temperature (top) and precipitation (bottom). See the text for details
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by introducing some inflation procedure (see, e.g., Huth 
1999). For spells, the two BA methods maintain the same 
errors exhibited by the model (the more green/brown, 
the longer/shorter the predicted spell is, as compared to 
observations), since they are not able to modify its tempo-
ral structure. Differently, since PP methods can alter this 
temporal structure, they are found to modify the spatial 
patterns exhibited for the model, being possible to find 
some areas where the model error is reduced. However, 
they can also introduce errors in new regions which can be 
even higher than those present in the raw model.

For precipitation, the two BA methods lead to differ-
ent results. In particular, similarly as for temperature, the 
PQM method inherits a great part of the errors exhib-
ited by the raw model, which are only partially corrected 
(see the results obtained for the frequency of rainy days 
and the percentile 98th of rainy days). However, as a 
consequence of the frequency adaptation implemented, 
these errors are corrected to a higher extent in the EQM 
method. Despite they lead in general to higher errors than 
the EQM, the spatial patterns found for the PP methods 
are, in some cases, more uniform (see, e.g., the results 
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obtained for the 98th percentile of rainy days in the GLM 
method). Note that, in such situations, simple a-posteriori 
corrections (e.g. scaling) could be easily applied to fur-
ther improve the results obtained for PP methods.

In summary, despite correcting marginal aspects 
such as extreme percentiles, our results indicate that BA 
methods are not in principle a good candidate to correct 
spells, since they mostly inherit the errors present in the 
model. However, for the particular case of precipitation, 
and provided that some form of frequency adaptation is 
applied, these methods can be a good alternative (see the 
results for the EQM). However, as main shortcoming, 
these methods do not improve (or even slightly degrade) 
the interannual model skill (see the results obtained for 
correlation, RPSS and ROCSS in Fig. 3). Differently, PP 
methods are highly case-dependent and their application 
must be carefully analyzed for the case–study of interest, 
since they can either improve or degrade the raw model 
outputs. The strongest advantage of PP methods is that, 
whilst being competitive (as compared to BA ones) over 
some regions for predicting extremes and spells, it is pos-
sible to find windows of opportunity for which interan-
nual model skill can be also improved (regions/seasons 
for which the model skill is higher for the large-scale than 
for the target predictand). Nevertheless, when the pre-
dictors selected for downscaling are not well reproduced 
by the model, PP methods can also lead to unsuitable 
results. For instance, if Q300 is substituted by Q850 in the 
predictor set used to downscale precipitation, the results 
shown in Figs. 3 and 4 strongly worsen (not shown). As 
suggested in Manzanas et al. (2018), an explanation for 
this behaviour comes from the fact that the model skill 
for reproducing Q850 is more limited (see Fig. 2). As a 
result, the statistical link that is learnt using reanalysis 
data in PP methods becomes meaningless when applied 
to model predictors (the use of Q850 instead of Q300 
leads to much better cross-validated results when using 
reanalysis predictors; not shown).

3.2  The effect of observational uncertainty

Observational uncertainty has been identified as one of the 
factors that may play a role in the statistical post-processing 
of model forecasts (see, e.g. Kotlarski et al. 2017; Herrera 
et al. 2018), since all the adjustment/calibration/downscaling 
methods rely on observations for the training process. To 
assess the potential impact of this factor, we repeat in this 
section some of the analysis above presented but replacing 
ERA-Interim by both SA-OBS and MSWEP.

In particular, we focus on precipitation—for which obser-
vational uncertainty is known to be larger—and consider 
SA-OBS (the only dataset purely based on gauge data) as 
the ground truth, since it has been found to closely resem-
ble punctual gauge-based measures in terms of dry/wet fre-
quency, timing of rainy days and extremes (van den Bes-
selaar et al. 2017). Figure 5 provides a comparison between 
ERA-Interim/MSWEP and SA-OBS (left/middle column), 
in terms of their interannual time-series. In addition, ERA-
Interim and MSWEP are also compared (right column). 
Whereas ERA-Interim and MSWEP show in general good 
agreement (with correlation values above 0.8 in most of 
the gridboxes), important differences are found between 
ERA-Interim and SA-OBS (with rather low, or even nega-
tive values over certain parts such as Sumatra). Compari-
son between ERA-Interim and MSWEP yields intermediate 
results. These findings point out the limitations of reanalysis 
data to reproduce the actual climate of the region, which 
presents thousands of islands, strong land-sea contrasts and 
a complex topography. In this regard, note that the inclu-
sion of satellite information in MSWEP helps to correct the 
deviations from reality found in ERA-Interim.

For each of the metrics shown in Figs. 6, 7, the mid-
dle/bottom row would be the equivalent to those shown 
in Figs. 3, 4 but using SA-OBS/MSWEP instead of ERA-
Interim for both training and verification of the different 
methods. For direct comparison, the top row shows the same 
results presented in Sect. 3.1, but only over land. Whereas 
the results for the interannual time-series (Fig. 6) are almost 

Fig. 5  Comparison of ERA-Interim, SA-OBS and MSWEP precipitation, in terms of correlation for the interannual time-series
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Fig. 6  As bottom panel of Fig. 3, but including the results obtained 
when using SA-OBS/MSWEP for both training and verification of 
the different methods (middle/bottom row of each metric). For direct 

comparison, the results shown in Fig. 3 for ERA-Interim (top row of 
each metric) are only displayed over land
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identical for ERA-Interim and MSWEP—note from the 
comparison against raw model outputs (left column) that 
both datasets are very similar,—some regional differences 
(see, e.g., over Borneo and Papua) appear with respect to 
the results found for SA-OBS, in particular for MOS and 
PP methods (this effect is less pronounced for BA ones). 
However, when it comes to the extreme and spell indica-
tors (Fig.7), these differences become more relevant and not 
only for MOS and PP methods, but also for BA ones. For 
instance, important performance discrepancies are found 
for most of the indicators for the case of the PQM method 
depending on the reference considered (even between ERA-
Interim and MSWEP). Although analyzing in detail all the 
differences found region by region and method by method 
is not the purpose here, Figs. 6 and 7 reveal that the choice 
of observational dataset can have important effects for the 
post-processing of seasonal forecasts. This issue seems to be 
specially relevant for MOS and PP methods, for which nota-
ble differences are found even in terms of interannual skill. 
This poses an important challenge for seasonal forecasting; 
in particular over the tropics, where large observational 
uncertainty has been identified, not only for observations 
but also for reanalysis (see, e.g., Brands et al. 2012; Manza-
nas et al. 2015). Moreover, seasonal models tend to exhibit 
the highest interannual skill in tropical latitudes (see, e.g., 
Manzanas et al. 2014b), being thus difficult to improve their 
raw forecasts there. As a consequence of these limitations, 
BA methods may be, in general, a more secure alternative 
for downscaling in the tropics. Nevertheless, beyond inter-
annual skill, it is very important to warn on the potential 
conflicts that may arise related to the choice of observational 
uncertainty, even for BA methods, in terms of other forecast 
aspects such as extremes and spells.

4  Conclusions and user recommendations

This section summarizes the main conclusions obtained 
in Manzanas et al. (2019) and in this work and provides a 
set of recommendations for practitioners on the advantages 
and limitations of the different approaches available for the 
appropriate post-processing of dynamical seasonal forecasts. 
These approaches, which aim to reduce the systematic model 
biases and increase their skill (as measured by different qual-
ity aspects), range from bias adjustment (BA) and ensem-
ble re-calibration (RC) methods—both acting directly on 
the variable of interest; e.g., model precipitation—to more 
complex statistical downscaling techniques such as Model 
Output Statistics (MOS) and Perfect Prognosis (PP) meth-
ods—which operate on a selection of large-scale circulation 
predictor variables (e.g. model geopotential and humidity 
at different vertical levels) linked to the predictand variable 
of interest (e.g. observed precipitation). Besides the nature 

of the predictor/s used, one of the key differences between 
these approaches is the suitable temporal scale/s of applica-
tion: daily for BA and PP and monthly/seasonal for RC and 
MOS methods (BA can be also directly applied to monthly/
seasonal data; being thus the most versatile alternative). 
Note that MOS and PP are the most complex ones since they 
involve the selection of suitable large-scale predictors, which 
is typically a hard, time-consuming task that may require the 
guidance of an expert.

In terms of performance, all these approaches effec-
tively adjust the large biases exhibited by the raw model 
predictions, which is of paramount importance for users, 
particularly when climate information is needed to run 
impact models for different sectors (e.g. hydrology, agri-
culture, health, etc.) or for the computation of indices that 
depend on absolute values/thresholds. However, there is no 
single approach/technique that systematically provides fur-
ther benefits in terms of bias-insensitive metrics. In case 
of BA methods, this is due to their incapability to modify 
the temporal structure of the raw model forecasts (see, e.g., 
Maraun et al. 2017). However, the application of these meth-
ods is straightforward and constitutes a pragmatic and ver-
satile simple choice in cases where a quick post-processing 
is needed, no expert knowledge on the regional climate is 
available, the resolution of the model is similar to that of the 
observational reference considered (BA does not perform 
downscaling) and/or for regions with no expected potential 
for downscaling (e.g. flat inland areas). Moreover, although 
this approach suffers from some limitations (Maraun et al. 
2017), its application to seasonal forecasting does not build 
on strong extrapolation assumptions as in the case of climate 
change applications.

As compared to BA methods, RC ones can result in mod-
est improvement of some quality aspects (in particular reli-
ability, although other aspects can be degraded). Neverthe-
less, these improvements are restricted to regions/seasons 
with high model skill. In addition, since they operate on 
a monthly/seasonal basis, RC methods can be negatively 
affected by the limited length of state-of-the-art seasonal 
hindcasts (which typically have less than 30 years; e.g. the 
C3S dataset) and, therefore, appropriate cross-validation 
(typically leave 1-year out) is required in order to avoid 
overfitting and spurious skill. Note however that this is not 
a worrying factor neither in PP methods nor in BA ones 
working with daily data.

Differently from BA and RC methods, MOS and PP 
methods can improve all quality aspects for particular and 
limited spatial regions for which the skill of the model 
is weaker for the target variable (e.g. precipitation) than 
for the informative predictors used in the downscaling 
process (e.g. humidity and/or winds). Nevertheless, the 
reverse situation is also possible (see Manzanas et  al. 
2018, for a case study for PP methods) which warns on 
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the uniformed use of these methods, as they must be care-
fully analyzed for the particular case-study of interest. 
Note that, although both MOS and PP methods rely on 
large-scale predictors, the complexity and requirements 
for the former are much lower than for the latter. Whereas 
MOS methods establish the relationship between the 
large-scale seasonal forecasts and observational reference 
records using directly the hindcast (with correspondence 
with observations at a monthly/seasonal scale), PP meth-
ods have the extra complexity of building the relationships 
at a daily basis using reanalysis data (with day-to-day cor-
respondence with observations). This typically requires a 
comprehensive screening process in order to detect robust 
predictors similarly represented in both the reanalysis and 
the model hindcast. Moreover, PP methods may suffer 
from reanalysis uncertainty, which is particularly relevant 
in the tropics (see, e.g., Brands et al. 2012; Manzanas et al. 
2015), where seasonal forecasts exhibit the highest skill 
(see, e.g., Manzanas et al. 2014b). This supposes an extra 
overhead which needs to be appropriately assessed and 
planned before applying these techniques since, some-
times, the windows of opportunity for improvement are 
so narrow that the effort may result useless.

Based on all these findings, our overall recommenda-
tion would be the use of versatile, easy to implement BA 
methods for those cases for which the use of MOS and PP 
methods cannot be carefully tested by experts. Note that 
BA are suitable for both daily and monthly timescales and 
provide competitive results in most situations (especially 
over the tropics). However, we want to remark the fact 
that the choice of observational dataset can have important 
effects for the post-processing of seasonal forecasts. Even 
though MOS and PP methods seem to be more affected by 
this issue (which can lead to important regional differences 
in term of interannual skill), also BA methods may be 
sensitive to observational uncertainty, especially regarding 
the reproduction of extreme and spell indicators, which are 
important for many practical applications.

Finally, from a more practical point of view, it is also 
important to note that there are significant differences in 
terms of computational cost among distinct approaches (and 
even among different methods within the same approach) 
for adjustment/calibration/downscaling, which may be espe-
cially relevant for their potential usability in real-time user-
tailored applications (e.g. certain climate services).
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